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ABSTRACT
One of the first steps in a digitization process is the bina-
rization of the document image. The major further steps
like layout analysis, line extraction, and text recognition as-
sume a black and white image as input. Several threshold-
ing methods have been proposed to handle this problem for
document images, but few of them take into account the
behaviour of the text recognizer. They often rely on param-
eters that depend on the class of documents. In a large-scale
process, neither relying on empirical assumptions nor using
a manual tuning is conceivable.

In this paper, we introduce statistical modelling of a suit-
able binarization for a character recognizer. The model is a
mixture of Gaussians that gives the prior of a binarization
for having the best suitable transcription afterwards. The
training is done on the character level, and tuned specifically
for the recognizer. The optimization consists in finding the
binarization that produces the best character shapes accord-
ing to the model.

As opposed to existing methods, the optimization is goal-
directed, and is not linked to subjective visual criterions. On
the one hand, our method uses high-level character shape in-
formation to improve preprocessing, resulting in a language
independent system. On the other hand, it can be trained in
an unsupervised way, significantly reducing the need for hu-
man intervention. We demonstrate the effectiveness of this
approach, called Gaussian Mixture Token Thresholding, on
a subset of the Google 1000 Books dataset containing old
documents where we achieve an improvement of more than
10 points compared to a regular binarization.

1. INTRODUCTION
The goal of document binarization is to convert a given

greyscale or colour document image into a bi-level repre-
sentation. The underlying objective is to separate objects,
like characters, from the background with the assumption
that grey levels of pixels belonging to the two classes are
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substantially different.
The quality of the binarization plays a major role in doc-

ument recognition. Indeed, most of the algorithms used
during analysis (page orientation, layout analysis, charac-
ter recognition, etc.) expect a black and white image, and
rely on a suitable output of the binarizer. Typically, some
binarizations remove the noise and mostly keep the charac-
ters, but cause a lot of broken and extremely thin characters
(Fig. 1). On the other hand, some other ones may not cut the
characters into small pieces when fonts like Times are used,
but generate bold-faced and touching characters (Fig. 1). In
old documents, the writing from the verso and the noise of
the recto appear when the background is complex and the
quality of the paper document is poor (Fig. 1).

Figure 1: Initial colour image

Figure 2: Sauvola’s binarization (W,K) = (40, 0.2)

Figure 3: Sauvola’s binarization (W,K) = (40, 0.1)

Many methods have been proposed, but few of them have
been tested on a large heterogeneous and public dataset, and
are still not widely used in practice. Although some tech-
niques have been proposed in the literature, regular tech-
niques as Sauvola, Niblack and histogram based threshold-
ing are mostly preferred even for ancient documents, where
having a good binarization is still challenging.



In this paper, we introduce a fully automatic method for
finding the best parameters of a well-known binarization
technique in order to optimize the performance of a tar-
geted OCR system. The experimental part focuses on the
Sauvola’s technique, but the proposed framework is still fully
valid for any kind of binarization method. We propose a sta-
tistical modelling of well-binarized images for a specific line
recognizer. The underlying objective is to feed the character
recognition engine with the most suitable characters.

A Gaussian mixture is employed to model the well-binarized
characters. It is trained with document images that produce
a high quality transcription. The Gaussian mixture is then
able to estimate the likelihood of a good thresholding for
a new page. In fact, the method works on the connected
component level (the tokens) and does not make any use
of knowledge about the document. It results in a language
independent method. We named it GM-token thresholding.

The paper is organized as follows. Section 2 describes
an overview of the related work in textual document image
binarization. Section 3 details the steps of the GM-token
thresholding method. Then, experiments in section 4 show
how it performs on a public dataset of ancient documents.
Finally, conclusions and perspectives will be discussed in the
last section.

2. RELATED WORK
Several approaches for binarizing greyscale or colour doc-

uments have been proposed in literature [15]. They can be
broadly divided into global and local methods. Global bina-
rization methods try to find a single threshold value for bina-
rizing the whole page. Each pixel in the document image is
assigned to page foreground or background based on its grey
value. Global methods are computationally inexpensive and
they give good results for office-scanned documents. How-
ever, if the illumination over the document is not uniform,
i.e. in the case of camera-captured documents, they fail to
binarize the document. Local methods try to overcome this
problem by computing thresholds for each pixel individu-
ally, using information from the local neighbourhood of the
pixel. They are able to achieve good results even on severely
degraded documents, but they are often slow since the com-
putation of image features from the local neighbourhood is
to be done for each image pixel. Without describing in de-
tail all the key points and drawbacks of each of them, sev-
eral comparison surveys like [19, 13, 15, 10, 2] suggest that
Sauvola’s binarization method [14] outperforms the other
local thresholding techniques; whereas Otsu’s method [11]
works best among the global techniques.

Most of the binarizer, as the well-established Sauvola’s
method, depends on parameters that are influencing its per-
formance greatly. Correct parameter values are not straight-
forward to find, especially for most of the local techniques.
Usually, subjective evaluations employ humans who tune the
parameters according to their perceptual impression. This
kind of manual procedure can be sufficient for a small office
application, but it is not suitable for achieving at the same
time a high accuracy and a fast processing for a large range
of heterogeneous documents. For a high volume scanning
environment, an automatic method is required.

Some techniques, as proposed by [21], [7] or [2], have been
developed to obtain these right parameters by optimizing a
criterion, i.e. an edge detection, which should quantify how
suitable a thresholding is. There are at least two main draw-

backs in such a technique. First, the criterion to optimize
does not necessary imply that the resulting settings will be
the best for the recognizer [9]. Second, the most advanced
ones need also initial settings or initial assumptions to work.
Even if techniques using a training [22] could tackle this
problem by learning them, they belong to the same class
of document and are less efficient when used with unseen
documents. On top of that, the overhead of extra compu-
tations is sometimes not justified compared to the gain of
performance.

3. GM-TOKEN THRESHOLDING

3.1 Overview of the method
The token driven thresholding technique with a Gaus-

sian mixture modelling (GMTT) uses character similarity to
evaluate the right binarization for a document image. The
high-level idea is to model the characters of an image that
produce the best results with the text recognizer engine (let
call it OCR). The training of a Gaussian mixture on per-
fectly binarized images creates a yardstick dictionary that is
employed during the estimation step. Several binarizations
are computed for a new input image and the correct one
is the one that outputs the most similar characters to the
dictionary.

The main advantage of this approach is the use of an un-
supervised training. There is no problem of transcription
ground-truth generation, and the learning is performed for a
character engine, and not for a particular class of document.
When the model is trained, it can be applied on any kind of
document. If the binarization step really fails to find a good
thresholding, it means that the document is not appropriate
for the OCR, e.g. Arabic script used with a Latin OCR.
This adaptive thresholding can both produce an optimized
thresholding for the targeted OCR, and also warn other in-
termediate processes (layout analysis, line extraction, etc.)
that the document needs a specific processing.

By looking only at connected components instead of char-
acter, we produce at the same time a very time efficient and
a language independent method. Of course, as the method
uses high-level character shape information to improve pre-
processing, it is not directly script independent. But as the
OCR engines work with a fixed and known alphabet, the
generation of a good dictionary is easy to set out. Last, but
not least, most of the computations needed during the esti-
mation of the thresholdings are required, or at least useful,
and valid for further steps of the recognition flow.

The method needs first to evaluate and model a good bi-
narization for a document. Given an image X, binarized
with a function b, composed of n connected components xi.
The score s of b(X) knowing a correct binarization B∗ is
approximated by (1):

s(b(X), B∗) =
X

xi∈b(X)

s(xi, B
∗) (1)

We chose a Gaussian mixture as a probability density
function to model s. The mixture is a linear combination
of k Gaussians Gj with their weights wj . Each Gaussian
of a normal distribution Nj with means µj and standard



deviations σj (2):

s(xi, B
∗) =

kX
j=1

wjGj(xi) =

kX
j=1

wjN (xi, µj , σj) (2)

We have two objectives now: Finding a good model for a
perfect thresholding B∗, and finding what a perfect thresh-
olding is, relative to the OCR output quality. When solved,
the GMTT consists in finding the best binarization bi pro-
duced by several binarizers {b1, . . . , bm} where i is defined
by (3):

argmax
j

s(bj(X), B∗) (3)

3.2 Construction of a ground truth
The training of the Gaussian mixture requires perfectly bi-

narized characters. A ground-truth dataset is then needed.
We want to model the character shapes that are suitable for
the recognizer. The first straightforward idea is to generate
synthetic characters. It is a good start but it might be sub-
optimal since the OCR can behave better on other shapes.
We decided to feed the training with real characters, coming
from scanned documents. Starting from greyscale images,
our approach tries different binarizations and finds which
black and white images produce the best OCR results. It
implies running the OCR on every binarized image. If a
transcription ground truth is provided using an edit dis-
tance based scoring allows to rank the binarizations. We
chose a more generally applicable approach which consists
in evaluating the ratio of Words In Dictionary wid of the
transcription given by the OCR. Producing the best bina-
rization b∗ of X is equivalent to solve (4):

b∗(X) = bj(X), j = argmax
i

wid(bi(X)) (4)

If the set of bi is finite, an exhaustive search is enough.
Applied on several X, we can generate several well-binarized
images b∗(X) (like Fig. 4), to feed the ground truth with
black and white pages of suitable characters and having a
model for B∗.

3.3 Learning the model
The Gaussian mixture model is trained by the expectation-

maximization algorithm [6]. In order to have feature vectors
of the same size, the connected components are resized into
a fixed square image. We call blobs the resized connected
components and continue to name them xi. Not all of the
connected components are taken into account to create the
blobs. Firstly, a filtering is performed by looking at valid
blobs. They are said valid when they have similar widths
and heights to the medians of all the components. They
have to be also not too tiny (less than 8 pixels), otherwise
they are filtered out.

It results in blobs representing almost only “real” char-
acters. Once this set of good-looking blobs is created, the
training can be performed. We started the training with a
synthetic dictionary of filtered blobs: The µj contain all the
characters recognizable by the OCR (Fig. 3.3), the initial σj

matrices are set to an identity matrix (and stay to diagonal
ones).

After convergence of the EM algorithm, we obtain the fi-
nal means (Fig. 3.3) and standard deviations (Fig. 3.3). The
weights of the mixture are determined after the training.
They are set to the frequencies of the ground-truth blobs

that are the closest to the corresponding Gaussian, so that
high weights are associated with frequent blobs. At this
point, (1) can be evaluated for any binarization.

3.4 Optimizing Sauvola’s binarization
In the experimental part, we are using the Sauvola’s method

[14]. The threshold T for each pixel (i, j) in the image de-
pends on local variance of the pixel neighbourhood (5). The
local mean mW (i, j) and standard deviation σW (i, j) are
computed on a window of size W ×W around the pixel with
bias K.

TW,K(i, j) = mW (i, j) ·
„

1 +K

„
σW (i, j)

128
− 1

««
(5)

The main drawback of the method is to set correctly
(W,K). Sauvola et al. [14] propose (15, 0.5). Sezgin et
al. [15] or Trier et al. [18] have found (15, 0.2) to work bet-
ter. Another study by Badekas et al. [1] suggested yet an-
other value pair of (14, 0.34). Even if some settings are valid
on average, they are not optimal for each image and depend
on the targeted application like in our case OCR. Our set of
binarizers bi will be Sauvola binarizers with different values
for W,K.

3.5 Estimation of the best binarization
Once the training is done, we have a model that can es-

timate if a black and white image contains likely connected
component for the OCR. If the training was done on a het-
erogeneous corpus the method is optimized for a script but
it is language independent. Solving equation (3) is now
straightforward. For a grey image X, each binarizer bi is
applied and the Gaussian mixture is evaluated on the blobs
of bi(X).

Concretely, we are testing equation (5) on X with differ-
ent values for W,K, the bi are representing now different
couple W,K). We assume having no knowledge about the
behaviour of (W,K), and the variables are considered as dis-
crete. We make use the integral images [16] to reduce the
runtime, in such a way that the binarization a page is fast
and most of the computations done for one W are valid for
any K.

As different binarizations may produce different connected
components, the filtering outputs different numbers of can-
didates. We retain the ratio rej(bi(X)) of rejected compo-
nents with the total number of connected components. The
new objective function derived from (1) is (6), it penalizes
binarizations producing too many small components.

s(bi(X), B∗) = rej(bi(X))2
nY

i=1

s(xi, B
∗) (6)

4. EXPERIMENTS AND RESULTS
There are a few large and publicly available datasets with

greyscale images of complex documents. To evaluate the
approach in a challenging application area, we chose the
Google 1000 Books dataset [20], which contains scans of old
books. From the first 770 volumes, each inner page has been
picked. After removing the blank pages, the final subset
contains 740 documents. The original images are in colour,
we convert them in greyscale by averaging the three colour
channel values.

The text ground truth given with the G1000 contains
many errors, especially for pages where optimizing the bina-



Figure 4: Binarization of two G1000 pages produc-
ing a high quality transcription with the OCR

Figure 5: Artificial initial dictionary of means

Figure 6: Final means created by the EM algorithm
from the initial dictionary and identity sigma matri-
ces

Figure 7: Final standard deviations created by the
EM algorithm from the initial dictionary and iden-
tity sigma matrices



rization produces large and interesting improvements (the
supplied ground truth has been generated by an OCR).
Therefore, it can be inappropriate to rely on them. As ar-
gued in 3.2, we preferred to work with the ‘words in dic-
tionary’ ratio instead, which is a more robust and general
scheme for datasets without ground truth at all. We kept 10
documents for the training, all the others are used for the
evaluation.

The open source project OCRopus 0.3.1 [4] has been used
to run the experiments with Tesseract 2.0.3 [17] as the char-
acter recognition engine.

4.1 Pre-Evaluation with OCR
To be able to evaluate the GMTT method, we have gener-

ated the best black and white version of each page of the cor-
pus. We tested nine W and nine K for Sauvola in the ranges
[10, 90] and [0.1, 0.9] respectively. The couple (W ∗,K∗) ob-
taining the best word-in-dictionary ratio is determined for
each page. Ten of them are kept for training the GMMT.

The first experiment, fully performed with the OCR, is
designed to show how the binarizations behave on a hetero-
geneous corpus. We also tested a binarizer by range, repre-
sented as (W,K) = (0, 0) and the Otsu’s binarizer at (0, 1).
It can be seen (Fig. 4.1) that values suggested by different
authors are far from being optimal on a new corpus of data.

There is no best unique parameter set that can perform
well on any kind of documents. Contrary to what we found
in the literature, (W,K) = (15, 0.2) or (W,K) = (15, 0.3)
for Sauvola is really not optimal for the Google 1000 books
dataset. In some cases, even Otsu or the simple binarizer
can outperform it (also reported in [8]). As reported in the
literature, Sauvola is more affected by K than W , most of
the authors set W to a small value around 15 pixels, but
higher values seem to work better.

In a previous work [12], we used a small subset of 10
lines in order to not have to perform the OCR each time
on the full page. We found that K = 0.3 is a good value in
general but we still had larger W (4.1). The experimenta-
tions showed that the best unique binarizer is then (50, 0.3)
(Fig. 4.1). The global behaviour of making a choice with a
small subset of lines tends to choose lower value for W and
K but keeps a good wid.

According to what the literature proposes, we will re-
fer from now to two couples of parameters: (10, 0.3) and
(20, 0.3).

4.2 Evaluation of GMTT
Ten pages, such as in Fig. 4, have been used to generate a

ground truth for training GMTT as explained in (3.2). The
mixture model, composed of 71 Gaussians, was trained as
described in (3.3). The connected components smaller than
8 pixels in width or height are automatically filtered out.
The remaining ones are scaled into blobs of 21 by 21 pixels.
The training generated means and sigmas already presented
in Fig. 3.3,3.3. We make use of the Equation (6) for scoring
the binarizations on the test pages. During the evaluation,
at most 512 tokens are randomly picked from the image,
even if the page contains more.

The Figure 9 presents the distribution of the Sauvola’s
parameters found by the GMTT method. As already seen
with the OCR-based method with a small subset of lines, an
approximation tends to choose smaller values for W and K.

Nevertheless, choosing different (W,K) does not neces-

sary imply producing an inappropriate binarization. The
Figure 10 gives the boxplots of the two reference values for
Sauvola versus the GMMT. It can be shown that, with-
out any knowledge on the document, the GMTT is able to
choose in average a suitable binarization. Compared to a
fixed Sauvola with (W,K) = (10, 0.3), the recognition im-
provement is 11.2 points (Fig. 4.2). The GMTT method
achieves a wid of 44.5% whereas Sauvola (10, 0.3) reaches
only 33.2% (Fig. 4.2).

We get in average better results than the widely used fixed
Sauvola. Compared to a previous work, he have less accu-
racy than an OCR based method [12] but when the OCR-
based method is restricted to a small subset of 5 lines GMTT
is still better and largely faster (more than 4 times faster).

Even is the overall improvement is obvious, for some doc-
uments, the GMTT method is sometimes making a wrong
decision as it can be seen on Fig. 11). The GMTT, as most
of the pixel-based methods, suffers from mixed text/image
pages. To avoid using region classification or layout analy-
sis, the blobs are not always picked form the real characters.
If the page contains more pictures than text, then GMTT
tends to binarize the image too hard (Fig. 12). On the other
hand, the s(b∗(X), B∗) for that cases is largely small com-
pared to the regular ones. In any case, a small s(b∗(X), B∗)
implies a small wid afterwards. The score can be used for
rejection or at least to warn for a bad final binarization.

4.3 Computation Time
If the aim of the binarization is page recognition, the

GMTT method requires few extra computations. Binariz-
ing an image with Sauvola using integral images is fast. Ex-
tracting connected component, filtering, fitting into blobs
are basic operations and are also fast. Evaluating a bina-
rization with the resulting tokens depends on their number
and their size. With our settings, evaluating one binariza-
tion takes around 1 or 2 seconds, without implementing any
optimization. Evaluating the 81 binarizations takes less than
two minutes per page on a 2Ghz PC.

But several speed-ups can be definitively employed. The
first one is to reduce the search space by focusing more on
K than W and use some standard parameters optimization
techniques. Another idea consists in extracting the con-
nected components only once, then applying the binariza-
tions and evaluation (with Equation (1)) on them. Finally,
the optimization can be performed only on difficult docu-
ments: If an initial binarization outputs good score with
GMMT, there is no need to continue the procedure. The
optimization can be executed only if low s(b∗(X), B∗) is no-
ticed, and ran until reaching an acceptable one.

5. CONCLUSIONS
We presented a statistical motivated method to optimize

binarization of document images. The Gaussian Mixture
Token Thresholding (GMTT) consists in learning a model
for an OCR system based on suitable input images for itself.
Once the model is instanced, we dispose of a fast function
that gives the prior of a good binarization for the targeted
OCR. It results in a method which does not rely on a specific
class of documents. Then, finding a good binarization for a
page consists in evaluating some binarizer and simply select-
ing the one with the highest prior. Even if the experimental
part was focused on Sauvola’s binarization, any kind of bi-
narizer with parameters or set of binarizers can be quickly
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evaluated, and optimized for character recognition.
Tested on a subset of the G1000 database, the GMTT out-

puts similar results than an OCR-based method, but GMTT
is faster and does not rely on the content of the document
and it is language independent. As GMTT uses basic image
operations and a simple evaluation method, many algorith-
mic and implementation optimizations can be used to speed
up the process.

The database we tested on was already scanned fairly uni-
formly and post-processed as part of putting together the
document collections so the potential for improvement was
limited. For real-world document collections, scanned or
captured under a much wider variety of conditions, we ex-
pect that our method will yield more significant improve-
ments relative to other preprocessing methods.
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